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Abstract— Event-based cameras complement the frame-
based cameras in low-light conditions and high dynamic range
scenarios that a robot can encounter for scene understanding
and navigation. Apart from that, the comparatively cheaper cost
in relation to a LiDAR sensor makes this a viable candidate
when designing a sensor suite for a robot designed to operate
in a dynamic environment. One of the challenges that the
sensor suite needs to address is the ability to provide a 3D
scene understanding of the environment that would enable
the robot to localize obstacles in the environment. This work
evaluates the accuracy with which an event-based camera can
support this task by providing the disparity estimate between
left and right camera frame which can be utilized to calculate
the depth of surrounding. A new deep network architecture,
named STADIE-Net is proposed that takes advantage of stage-
wise refinement and prediction of disparity using events from
2 neuromorphic cameras in a stereo setup. The method utilizes
voxel grid representation for events as input and proposes a 4
stage network going from coarse to finer disparity prediction.
The model is trained and evaluated on the publicly released
DSEC dataset that has data recorded from multiple cities using
event-based and frame-based cameras mounted on a moving
vehicle. Experimental results show comparable accuracy with
baseline method provided for DSEC dataset.

I. INTRODUCTION

A neuromorphic or event-based camera is a bio-inspired
sensor that detects the changes in intensity at pixel level.
When these changes in the brightness pass a certain thresh-
old, they are called events and they are transmitted asyn-
chronously as they are registered. Event-based cameras are
particularly efficient in recording changes in the environment
and hence well suited for detecting dynamic objects even in
low-light conditions, such as nighttime driving or situations
involving high dynamic ranges (up to 120dB), and can track
motions at high speed and temporal resolution. Progress in
the learning-based approaches has meant that a lot of interest-
ing application scenarios have been explored using an event-
based vision system. Event-based sensor have been used for
detection of objects in dynamic traffic [1], visual odometry
[2], optical flow estimation [3] and depth prediction [4].

Depth estimation from stereo event camera opens a lot
of applications in the automotive and drone sectors. A
sensor suite that can provide the 3D scene understanding and
localization of obstacles will help a robot to operate in a dy-
namically changing environment. Both frame-based cameras
and event-cameras individually lack intrinsic information that
can be used to estimate depth (there are learning-based
methods that can output depth even with a monocular camera
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[5]), however in a stereo setup when the two cameras are
placed close to each other they behave similarly to a human
binocular vision system. Given the camera properties such as
the focal length and stereo baseline distance, disparity values
obtained by matching the features in the left and right image
frame can be used to estimate the depth. Learning-based
methods and especially the convolutional neural networks
(CNN) which have shown to work well with images have
made the stereo matching problem trainable in an end-to-
end way.

Disparity estimation in frame based cameras is a well
explored area and popular approaches have utilized stacked
hourglass [6] structure in PSMNet or the stagewise esti-
mation in AnyNet [7]. In this work, we are exploring the
stagewise approach as it can output a full disparity at each
stage and by restricting to residuals at higher resolutions, a
lot of computational time is saved in real-time application.

The method presented in this work builds upon the stage-
wise refinement of disparities and the 3D convolutional
network in matching the cost tensor between two images
from frame-based cameras proposed in [7]. We do our
training and evaluation on the DSEC dataset [8] that contains
data from event cameras in stereo setup and is recorded from
a moving vehicle in multiple cities in Switzerland.

The key contributions of this study can be summarized as
follows:

• We present a U-net based deep neural network architec-
ture called STADIE-Net for stereo disparity estimation
of event-camera. The network operates only on the
information from the event camera and is end-to-end
trainable.

• We demonstrate the network’s ability to produce dis-
parity at each stage that is closer to ground truth values
and the ability of the network to output disparities using
lower resolution which reduces the computation time.

II. STADIE-NET

An input from an event camera consists of asynchronous
events corresponding to specific pixels that records a change
in brightness signal if it exceeds a certain threshold value.
An event ei = (xi, yi, ti, pi) contains spatio-temporal infor-
mation in terms of pixel location (xi, yi) and the time ti at
which the event is triggered. Polarity of the event (pi = ±1)
denotes the direction of change of the brightness. Traditional
network architectures designed to work with the RGB images
can be directly reinstated to work with the event data with
a few changes including utilization of an appropriate event
representation as input.



Fig. 1. STADIE-Net: As seen from the architecture, disparity is estimated stagewise going from coarse estimation at lower resolution to subsequent
refinement by the addition of residuals in stage 2-4. Features at four resolutions is extracted from the decoder stage of the U-Net which is used as input
for respective stages. At each stage a cost volume is constructed by comparing the feature vectors from left and right event cameras. The estimated cost
volume is further refined by passing it through a 3D convolutional network.

This section provides a detailed description of our ap-
proach starting with the choice of event representation in
subsection II-A. Then, in subsection II-B and subsection II-
C, the architecture is elaborated in detail by dividing the
disparity prediction network into two parts: 1) The U-net
feature extractor 2) The construction of disparity cost and
disparity estimation stages, which is inspired by [7].

A. Input Event Representation

In this field of work, multiple representations have been
used to convert the asynchronous data into a dense rep-
resentation that can be fed to a deep-neural architecture.
Earlier work had focused on converting the events to a
greyscale image [9] enabling easy adaptation of the network
architecture developed for frame-based methods. Also, some
of the previous works have tried to exploit the sparse nature
of events by utilizing spiking neural networks [10]. In this
work, we have utilized the voxel grid representation proposed
in [4]. The events within a time window ∆T are converted
into a B×H×W voxel grid where H and W are the height
and width of the image and B is the number of temporal bins.

V (x, y, t) =
∑
i

piδb(x− xi)δb(y − yi)δb(t− t∗i ) (1)

where,

t∗i =
B − 1

∆T
(ti − t0) (2)

δb(a) = max(0, 1− |a|) (3)

Our models use a time window ∆T = 50ms and B = 8
temporal bins.

B. Feature extractor

The U-net type architecture [11] is utilized as the shared
feature extractor for the left and right event voxel grid.
The U-net architecture consists of an initial processing layer
followed by a 4-layer encoder network and a 2-layer residual
network that maintains the same dimensions. This is followed
by a 4-layer decoder network through which the feature maps
at various resolution (1/8, 1/4, 1/2 and 1) are extracted.
Also, the mirrored decoder layers are connected by skip
connections from the symmetric encoder stages [5].

Fig. 2. UNet architecture: Consists of 4 encoder stages, 2 residual layers
and a symmetric 4 stage of decoder. Feature maps at various resolution are
extracted from the decoder layers.

C. Stage-wise Disparity Estimation

The disparity estimation is done in 4 stages by taking the
input feature maps from the decoder at various resolutions
as shown in Figure 1. In this model, from stage 2-4 only
residuals are added to the initial estimate from stage 1,
thus reducing the computational load of calculating the cost
over N pixels [7]. In each stage, the input feature map and



the output disparity from the previous scale (for stages 2-
4) are passed through a disparity estimation network that
constructs a 3D cost volume of size H ×W ×Ms, where
Ms corresponds to the maximum disparity at each scale.

In stage 1, the feature map at 1/8 resolution is passed
through the disparity estimation network which constructs a
cost volume by measuring the similarity of pixel (i, j) in
left event camera frame with rectified right frame at location
(i, j − k). The similarity is measured by the L1 distance
between the output feature vector from the decoder. Further,
this cost function is refined to remove any artifacts by passing
them through a 3D convolutional network which results in
a cost for each disparity value from 0 to M in the cost
volume denoted by Sdisp(i, j, d). The disparity of pixels is
not the location with the least cost rather it is the weighted
average of the cost with the corresponding pixel from the
right image as proposed in [12]. This forces the network to
output a probability distribution over the possible disparity
values instead of a single disparity prediction [13] given by:

D(i, j) =

M∑
d=0

softmax
(
− Sdisp(u, v, d)

)
× d (4)

Residuals in stages 2-4 are calculated by first interpolating
the coarse estimation from the previous stage and then using
that disparity to map the features at the current scale from
the left and right event camera frame. The mismatch in the
mapping is corrected by adding the residuals to the coarse
disparity estimate from previous stages.

III. TRAINING AND EXPERIMENTAL RESULTS

A. Training Settings

Our model is trained only on the DSEC dataset [8] and
is implemented in PyTorch. The model utilizes only the
information coming from left and right event cameras. The
model is trained to minimize the smooth-L1 loss of the
predicted disparity from all the stages jointly. The losses
are weighted as following: Stage 1 (λ1 = 0.25), Stage 2
(λ2 = 0.5), Stage 3 (λ3 = 0.75) and Stage 4 (λ1 = 1).
The model is trained by using the Adam optimizer [14] with
an initial learning rate of 3e−4 and a batch size of 40. The
dataset with ground truth disparities is divided into training
(90%) and validation set (10%) randomly for evaluation.

B. Experimental Results

The performance of various stages of our method on the
validation set is shown in Table III. The disparity estimation
goes from coarse to fine as stages increase. It can be seen that
from Stage 1 to Stage 3 there is a significant drop between
stages, however between stage 3 and 4 the drop is smaller
indicating that a further addition of stages would add to
the computational complexity without considerable gain in
accuracy.

The method was also evaluated by submitting the results
to the evaluation server. The performance of our method
in comparison to the DSEC baseline is shown in Table I.
Our method comes close to the performance of DSEC

baseline in terms of mean average pixel error however the
baseline performs better in terms of refinement of disparity
estimation.

The evaluation is mainly done on the mean absolute error
(MAE) between the predicted and ground truth disparities
on pixels where the disparity is known. Apart from this, 1PE
and 2PE pixel-error is evaluated to show the percentage of
ground truth pixels with disparity error greater than 1 and 2
pixels respectively. Both the baseline and our method have
shown that the percentage of pixels with an error greater than
2PE is less than 10% indicating a very accurate estimate of
disparity using event-camera information.

TABLE I
COMPARISON OF PERFORMANCE OF DISPARITY ESTIMATION ON DSEC

DATASET

Methods MAE 1Px 2Px RMSE
DSEC baseline 0.57 10.9 2.9 1.36

Ours 1.01 26.76 9.62 2.02

TABLE II
COMPARISON OF PERFORMANCE OF DISPARITY ESTIMATION ON DSEC

DATASET ON INDIVIDUAL SEQUENCES

MAE 1PE 2PE RMSE
Interlaken
DSEC baseline 0.57 10.67 3.12 1.36

Ours 0.95 25.13 9 1.92
Thun
DSEC baseline 0.63 10.85 3.22 1.63

Ours 1.09 26.44 10.13 2.3
Zurich
DSEC baseline 0.56 11.18 2.59 1.33

Ours 1.04 28.56 10.14 2.06

Our evaluation on the validation set had given us a MAE
error of 1.21. Also, in Table III we have shown the error from
each stage as it goes from a low-resolution coarse estimate to
subsequent refinement. Stage 1 has a mean absolute error of
1.98 where the resolution is 1/8 of the original image and can
provide an estimate of disparity fairly faster. According to
application scenarios such as drones where low latency and
lesser computation time is a major requirement compared
to a highly accurate estimate of the disparity or depth, the
models can only use lower resolution input and stage for
disparity estimation.

TABLE III
COMPARISON OF MAE ERROR AT MULTIPLE STAGES OF THE NETWORK

Stages Stage 1 Stage 2 Stage 3 Stage 4
MAE 1.98 1.56 1.28 1.21

CONCLUSIONS AND FUTURE WORK

Our current model would be worked upon and trained
further to close the gap from the baseline method. It would
be interesting to look at the results after running the model



Fig. 3. Visualization of predicted disparities: In this figure, 3 of the scenarios and their corresponding ground truth and predicted disparities are plotted
on the left event camera frame. In the top row, pixels for which the ground truth is available are shown overlayed on the top of the image. In the bottom
row, the prediction from the model is plotted (Model outputs prediction for all the pixels). In the 2nd scenario (middle image), the disparity map shows a
sharp discontinuity as a cyclist is observed in front of the vehicle. Also, it is to be noted that pixels in front of the vehicle has a disparity that does not
match the depth in all 3 scenarios(this can be attributed to the lack of sufficient training data from this region)

for a larger number of epochs. Also, STADIE-Net uses only
the event camera as an input to the network for participating
in this benchmark. One of the advantages of the stagewise
estimation of disparity is that it can be adjusted to output
prediction according to the computational power available at
the cost of higher accuracy.

In the future, it would be interesting to explore the
replacement of evaluation and creation of a cost volume with
a neural network that can output probability distribution for
the maximum disparity considered at each stage. This would
further improve the speed at which the network can output
predictions in a real-world application.
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