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Abstract

For stereo depth estimation using event cameras, we pro-
pose an end-to-end deep recurrent residual design taking
advantage of a sequence of event representations that land
before the location of ground-truth depth. From the sequen-
tial event inputs, we create a feature tensor used for aggre-
gating and estimating regressed depth values. Our method
outperforms the baseline method in all sequences and on
average for all of the utilized metrics in the competition.

1. Introduction
The stereo event camera setting for depth estimation

is not new and has been tackled in many ways including
optimization-based methods and learning-based approaches
[3]. MVSEC is one of the first datasets presenting events
and images from a stereo set of event and image cameras
on multiple indoor and outdoor scenes [4]. DSEC [1] is the
most recent dataset that also has images in addition to events
and is focused for driving scenes in a much larger scale. The
events and images are from two different cameras which do
have a small baseline. However as the calibration parame-
ters and rectified images are provided we warp the images
to the location of events once required.

2. Approach
The event stream cannot be delivered to convolutional

neural networks and traditional computer vision algorithms,
thus we stack them using the stacking based on time (SBT)
method proposed in [2]. We use a sequence of three stacks
reaching up to the intensity image timestamp that is also the
ground-truth (GT) depth timestamp. For every GT depth,
we extract the events up to 500 milliseconds preceding that
location to keep our method causal. We divide the event
stream to 3 equal sections and stack them using SBT which
will create our sequence of events used as our input. Similar
to the intensity images, the SBT event stacks are image-like
∗ indicates equal contribution.

Figure 1. Abstract architecture. We use a sequence of input events
and image frame from the left and right stereo pairs independently
to create the fused input tensor to our depth estimation network.

representations. We use standard random image augmenta-
tions (rotate, flip, etc.) at training that remain the same per
input sequence.

An abstract representation of our network is presented in
Fig. 1 We used a sequential design that leverages a resid-
ual recurrent sub-network for fusing the input sequence into
a tensor. The tensor is used to extract depth features from
each input pair. We aggregate the features to estimate the
output regressed depth values. We train our method us-
ing the DSEC training data from scratch and submit the
estimated depth results for evaluation on the test data in
which the depth values are not provided.Our method is im-
plemented with Pytorch, and we optimize our method using
the end-point-error loss (L1 norm) on depth reconstruction.
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